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Riemann solvers and boundary conditions for two-dimensional
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SUMMARY

Most existing algorithms for two-dimensional shallow water simulations treat multi-dimensional waves
using wave splitting or time splitting. This often results in anisotropy of the computed �ow. Both
wave splitting and time splitting are based on a local decomposition of the multi-dimensional problem
into one-dimensional, orthogonal problems. Therefore, these algorithms handle boundary conditions
in a very similar way to classical one-dimensional algorithms. This should be expected to trigger a
dependence of the number of boundary conditions on the direction of the �ow at the boundaries.
However, most computational codes based on alternate directions do not exhibit such sensitivity, which
seems to contradict the theory of existence and uniqueness of the solution. The present paper addresses
these issues. A Riemann solver is presented that aims to convert two-dimensional Riemann problems
into a one-dimensional equivalent Riemann problem (ERP) at the interfaces between the computational
cells. The ERP is derived by applying the theory of bicharacteristics at each end of the interface and by
performing a linear averaging along the interface. The proposed approach is tested against the traditional
one-dimensional approach on the classical circular dambreak problem. The results show that the proposed
solver allows the isotropy of the solution to be better preserved. Use of the two-dimensional solver with
a �rst-order scheme may give better results than use of a second-order scheme with a one-dimensional
solver. The theory of bicharacteristics is also used to discuss the issue of boundary conditions. It is
shown that, when the �ow is subcritical, the number of boundary conditions a�ects the accuracy of the
solution, but not its existence and uniqueness. When only one boundary condition is to be prescribed,
it should not be the velocity in the direction parallel to the boundary. When two boundary conditions
are to be prescribed, at least one of them should involve the component of the velocity in the direction
parallel to the boundary. Copyright ? 2003 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Substantial e�ort has been devoted over the past 20 years to the development of computational
techniques for multi-dimensional �ow simulation, in particular in the �eld of �nite volumes for
systems of hyperbolic conservation laws. The earliest techniques for multi-dimensional �ow
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computations were based either on time splitting or on the so-called �nite volume approach.
When used for the solution of multi-dimensional hyperbolic systems, time splitting [1] is
also called ‘alternate directions’. It consists of solving the multi-dimensional problem by
applying one-dimensional techniques in each spatial direction successively. It has been used on
structured as well as on unstructured grids. The �nite volume method (see e.g. Reference [2])
consists of solving local one-dimensional problems in the direction normal to the interfaces
between the computational cells. However, these two methods are well-known to be inaccurate
when the �ow is oblique to the grid or strongly divergent.
Multi-dimensional methods were developed at the end of the 1970s and at the beginning

of the 1980s for multi-dimensional scalar transport (see e.g. References [3–5]). Attempts to
generalise such methods have led to the wave splitting approach [6] and the front tracking
approach in multiple dimensions [7, 8]. These methods allow the computational time step to
be increased compared to the �nite volume approach, but some of them are time-consuming
(in particular front tracking) and are still based on the decomposition of the waves into
one-dimensional wave patterns. Recently, multi-dimensional Riemann solvers have been de-
signed for the solution of the two-dimensional Euler equations [9]. These solvers also use the
superimposition of one-dimensional patterns.
As early as the 1960s, genuine two-dimensional approaches [10] had been developed for

the solution of the shallow water equations. They were based on the theory of bicharacteristics
(see e.g. Reference [11] for detailed consideration of the theory) in a �nite di�erence context
[10, 12]. In this type of method, the solution at a given point is determined by solving dif-
ferential relationships along three selected characteristic lines passing through the point. The
�ow variables at the feet of the bicharacteristics are interpolated between the grid points. The
problem with this approach is that each particular choice for the orientation of the bicharacter-
istics lines leads to a di�erent interpolation and subsequently to a di�erent numerical solution.
Since there is no particular reason why any particular orientation should be preferred for the
bicharacteristics, there is an in�nity of possible numerical solutions. This problem is hardly
addressed in the publications mentioned above.
Another issue is that of boundary conditions. When time splitting, �nite volume and wave

splitting approaches are used, the multi-dimensional problem is reduced to a set of one-
dimensional problems. In most systems of conservation laws of �uid dynamics, the transverse
momentum term (or velocity) is a Riemann invariant with a propagation speed equal to the
longitudinal (in-line) �ow velocity. Consequently, the number of conditions to be prescribed
at a boundary is a function of the direction of the �ow. For subcritical shallow water �ow, two
boundary conditions are needed if the �ow is entering the domain, while only one is needed
if the �ow is leaving the domain. However, in many industrial two-dimensional computational
codes (based on local one-dimensional treatment of the �ow), the number of boundary con-
ditions (be it 1, 2 or 3) is �xed in advance for the whole length of the simulation, regardless
of the �ow direction. There is, therefore, an apparent contradiction between the theory and its
practical implementation into simulation software. Since the number of boundary conditions
is directly related to the existence and uniqueness of solutions, one may wonder why this
contradiction does not lead to systematic failure of the simulations.
The present paper aims to address these issues. Section 2 brie�y presents the theory of

bicharacteristics and its application to the set of equations that describe shallow water �ow
in two dimensions. Section 3 shows how the bicharacteristics approach can be used to solve
two-dimensional Riemann problems for the shallow water equations. Section 4 compares some
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computational results obtained using the proposed approach to results obtained using some
classical approaches. Section 5 addresses the issue of boundary conditions and shows that the
apparent contradiction mentioned above is actually not a contradiction, but re�ects a possible
lack of accuracy in the discretization of boundary conditions. Section 6 provides concluding
remarks.

2. THE BICHARACTERISTIC APPROACH

2.1. The theory of bicharacteristics

The theory of bicharacteristics for multi-dimensional hyperbolic systems has been detailed in a
number of publications (see e.g. Reference [11] for a theoretical approach and [12, 10, 13] for
applications to shallow water simulations) and will not be detailed here. The present section
focuses on the conservation part of the shallow water equations, assuming that the source
terms that account for friction and bottom slope are taken into account in a further step via
time splitting.
Under the assumption of horizontal bed and frictionless motion, the shallow water equations

can be written in conservation form as

@U
@t
+
@F
@x
+
@G
@y
= 0 (1a)

U=



h

qx

qy


 ; F=




qx
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2=2

qxqyr=h


 ; G=




qy

qxqy=h

q2y=h+ gh
2=2


 (1b)

where g is gravity, h is the water depth, and qx and qy are the discharges per unit width in
the x- and y-directions, respectively. The characteristic form of Equation (1a) is

@U
@t
+A

@U
@x
+ B

@U
@y
= 0 (2)

where A= @F=@U and B= @G=@U are the Jacobian matrices of the �uxes with respect to the
�ow variable. It can be shown (see Reference [13] for more details) that, from any point
M in the phase space (x; y; t), two surfaces t=�(x; y) are issued, in which the following
relationship is satis�ed: ∣∣∣∣I −A @�@x − B @�

@y

∣∣∣∣=0 (3)

where I is the identity matrix. These surfaces in the phase space are the two-dimensional
extension of the characteristic lines in one dimension. They represent the boundaries of the
domains of in�uence of the solution. Di�erential relationships can be de�ned along these
surfaces that allow the solution to be fully determined from the initial conditions. The �rst
surface, called the �-surface hereafter, is restricted to a single line, the direction of which in
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the phase space is given by the vector:

t�=



u

v

l


 (4)

where u= qx=h and v= qy=h are the velocities in the x- and y-directions, respectively. It
corresponds to the set of di�erential relationships

dx=dt= u

dy=dt= v

}
(5)

Along this surface, the following relationship is valid:

− sin � du
dt
+ cos �

dv
dt
= −2

t
@c
@�

(6)

where c=(gh)1=2 is the celerity of waves in still water and � is the angle with a direction
of reference (say, x). The time t commences from the time at which the initial conditions
are known. The second surface, called the �-surface, is a cone formed by circles expanding
uniformly from the central �-surface at a speed c. It is given by the set of vectors:

t�=



u+ c cos �

v+ c sin �

1


 ; �∈ [0; 2�] (7)

It corresponds to the set of di�erential relationships:

dx=dt = u+ c cos �

dy=dt = v+ c sin �

}
(8)

Along the line de�ned by the tangent vector t�, the following relationship is valid:

cos �
du
dt
+ sin �

dv
dt
+ 2

dc
dt
=
sin �
t
@u
@�

− cos �
t

@v
@�

(9)

Figure 1 shows the �- and �-surfaces in the phase space (x; y; t). The point from which the
surfaces issue is taken as the origin of the co-ordinate system. The �-surface is de�ned by
the following parametric equations:

x� = ut

y� = vt

t� = t

(10)
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Figure 1. The �- and �-surfaces in the phase space.

while the �-surface is de�ned by the following two-parameter family:

x� = ut + ct cos �

y� = vt + ct sin �

t� = t


 (11)

Note that, for a one-dimensional problem, the partial derivatives with respect to � and � vanish
in Equations (6) and (9). For a one-dimensional problem along x; �=0 and Equations (6)
and (9) simplify into the well-known one-dimensional characteristics formulation

dv
dt
= 0 along

dx
dt
= u

d
dt
(u− 2c) = 0 along

dx
dt
= u− c

d
dt
(u+ 2c) = 0 along

dx
dt
= u+ c




(12)

2.2. Problems commonly associated with the bicharacteristic approach

Assume that the initial state of the variable U is known for all points of space at time t=0.
The purpose is to determine U at point M (0; 0; tM ). To do so, relationships (6) and (9) are
used along the �- and �-surfaces between times t=0 and t= tM . It can be proved [13] that the
system of di�erential relationships is well-posed in the two following cases: (i) one di�erential
relationship (6) written along the �-surface and two di�erential relationships (9) along the
�-surface for two angles � and �+ �; or (ii) three relationships (9) written for three angles
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Figure 2. Two options for problem well-posedness. Left: one di�erential relationship along the �-surface,
two relationships on a diameter of the �-surface. Right: three relationships along the �-surface.

�1, �2 and �3. In each case, a 3 × 3 system of algebraic equations can be written along the
lines [A1M ]; [A2M ] and [A3M ]. Figure 2 illustrates the two possible options.
Assuming that the values of h; q and r at known at the points A1; A2 and A3, the 3× 3

system of algebraic equations above can be solved and U is fully determined at the point M .
This method was applied in the 1960s [10] and 1970s [12] to �nite di�erences. In these
applications, UA1 ;UA2 and UA3 were interpolated from the discrete �ow variables at the neigh-
bouring computational points. Since the purpose is to apply the method in the framework of
�nite volumes, UA1 ;UA2 and UA3 should now be determined from the reconstruction of the
�ow variables within the cells. The di�culty in the application of this method arises from
the arbitrary character of the choice of the points A1, A2 and A3.
Consider two situations where, owing to di�erent combinations of the variables in the

neighbouring cells, the reconstructed �ow variables within a cell are identical everywhere,
except from a region of limited size that will be denoted by �. Assume that part of � belongs
to the domain of dependence of M (i.e. the circle in Figure 2). Since the two reconstructions
di�er over part of the domain of in�uence of M , the �nal solutions UM should also di�er.
However, if none of the points A1, A2, A3 belongs to �, the di�erence between the two
reconstructions will not appear from the di�erential relationships and the numerical solution
will be exactly the same in both cases. The present approach aims to propose a solution to
this problem.

3. SOLUTION OF TWO-DIMENSIONAL RIEMANN PROBLEMS

3.1. Principle of the approach

It is aimed to derive an approach that allows for the solution of the system of hyperbolic
PDEs (1) using a classical �nite-volume approach over Cartesian grids. The evolution of U
from one time step to the next is given by

Un+1i; j =U
n
i; j + (Fi−1=2; j − Fi+1=2; j)

�t
�x

+ (Gi; j−1=2 −Gi; j+1=2) �t�y (13)
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((i, j+1)
Ey

Figure 3. Determination of the one-dimensional ERP in the x-direction from two two-dimensional
Riemann problems at the cell corners D and E.

where Uni; j is the average value of U over the cell (i; j), Fi−1=2; j is the �ux at the interface
between the cells (i−1; j) and (i; j), and Gi; j−1=2 is the �ux at the interface between the cells
(i; j − 1) and (i; j). �t is the computational time step, and �x and �y are the cell sizes in
the x- and y-directions, respectively. The �uxes F and G must be computed from the values
Un of U at the time level n in the cells that surround (i; j).
The proposed solution approach was derived on the basis of the following remarks:

(a) As mentioned in Section 2.1, any method where the di�erential relationships are solved
along arbitrarily selected bicharacteristics is bound to be inaccurate because it may
fail to capture fully the information available over the domain of dependence of the
solution. This problem is solved in the proposed approach by integrating three equations
of the type of Equation (9) with respect to � over three intervals that cover the entire
domain of dependence.

(b) Since many (exact or approximate) solvers are available for the one-dimensional
Riemann problem, it is convenient to convert the multi-dimensional Riemann problem
into an equivalent, one-dimensional one that can be solved using standard techniques.
This is achieved by de�ning the domain of integration as a function of the normal
of the interface for which the equivalent one-dimensional Riemann problem must be
de�ned.

(c) Consider the interface [DE] between two computational cells (i; j) and (i + 1; j)
(Figure 3). A two-dimensional Riemann problem can be de�ned at the point D using all
the cells of which D is a corner. Similarly, a two-dimensional Riemann problem can be
de�ned at E from the states in all the cells of which E is a corner. In general, these two
2-dimensional Riemann problems will lead to two di�erent equivalent one-dimensional
Riemann problems. The contribution of these two Riemann problems should be taken
into account in the �ux computation across [DE]. The proposed approach uses a piece-
wise linear interpolation between the Riemann problems at the corners of the interface
and the one-dimensional problem that can be de�ned at the centre of the interface.
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The three steps are detailed below. For the sake of simplicity, they are detailed for Cartesian
grids, but the method can be extended to unstructured grids. The principle of the solver is
presented for subcritical �ow in Sections 3.2–3.5 and extended to supercritical situations in
Section 3.6.

3.2. Derivation of the integral relationships

The present section shows how to integrate relationships (9) over the whole domain of de-
pendence of the solution so as to provide algebraic equations that can be solved for UM . The
�rst step consists of integrating Equation (9) over three domains [�1; �2], [�2; �3] and [�3; �4]
that cover the entire domain of dependence as shown in Figure 2, so that the in�uence of
the initial state is taken into account over the whole domain of dependence. This is the
case if �4 = �1 + 2�. The choice of the triplet (�1; �2; �3) is discussed in the next subsection.
Note that it could also have been envisaged to integrate two relationships (9) over [�1; �2]
and [�2; �1 + 2�] and one relationship (6) over [�1; �1 + 2�], but the latter leads to a trivial
equality of the type 0=0 and cannot be used.
The initial variables are assumed to be constant over each of the intervals [�1; �2]; [�2; �3]

and [�3; �1 + 2�]:

U=U(k) =



h(k)

q(k)x
q(k)y


 for �∈ [�k ; �k+1] (14)

where h(k); q(k)x ; q
(k)
y are obtained from variable reconstructions over the computational cells of

which M is a corner. In the present notation, M =D or M =E. The following notation is
used: the variable U is sought for the time t=�t. Its distribution over space in form (14)
is assumed to be known at time t=0. The point at which U is sought is taken as the origin
of the space co-ordinates. Its location (0; 0;�t) in the phase space is denoted by M . The
�-surface passing at M intersects the (x–y) plane at the point F in the phase space. On the
�-surface, a characteristic is characterized by the angle � that its projection [AM ] on the (x–y)
plane forms with the direction x. A is the intersection of the characteristic with the (x–y)
plane. The (known) �ow variables at the point A are denoted with the subscript A and the
(sought) values at M are without subscript. The notation adopted is illustrated by Figure 4.
Integrating (9) over [�1; �2] gives

(sin �k+1 − sin �k)dudt + (cos �k − cos �k+1)
dv
dt
+ 2(�k+1 − �k)dcdt

=
∫ �k+1

�k

(
sin �
t
@u
@�

− cos �
t

@v
@�

)
d� (15)

The di�erentials d=dt are eliminated by integrating Equation (15) between t = 0 and �t,
that is, between A and M on the �-surface. The integration yields the following equality:

(sin �k+1 − sin �k)(u− uA) + (cos �k − cos �k+1)(v− vA) + 2(�k+1 − �k)(c − cA)

=
∫ �t

0

∫ �k+1

�k

(
sin �
t
@u
@�

− cos �
t

@v
@�

)
d� dt (16)
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B

�

Figure 4. De�nition sketch for the integration of the di�erential relationships along the bicharacteristics.
The circle in the (x–y) plane indicates the domain of dependence of the solution at M .

The right-hand side of Equation (16) is estimated as follows. The partial derivatives @u=@�
and @v=@� are expressed as functions of the partial derivatives along x and y:

@u
@�
=
@u
@x
@x
@�
+
@u
@y
@y
@�
=0

@v
@�
=
@v
@x
@x
@�
+
@v
@y
@y
@�
=0


 (17)

Substituting Equation (17) into Equation (16) leads to an expression of the form

�ku+ �kv+ �k c= �k (18)

where the coe�cients are given by

�k = sin �k+1 − sin �k
�k = cos �k − cos �k+1
�k =2(�k+1 − �k)
�k = �kuA + �kvA + �kcA




(19)

Writing three relationships (18) for k=1; 2; 3 and solving the resulting system for (u; v; c)
allows U to be determined in a unique way at t=�t.

3.3. Conversion to a one-dimensional Riemann problem

This subsection explains how relationships (18) can be used to convert the two-dimensional
Riemann problem to a one-dimensional ERP in a Cartesian grid. The principle is explained
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(i, j+1)

�1

�2

�3

�4

Figure 5. Determination of the right state of the ERP. Convention for the indexing of the angles �k .

for the cell corner E of Figure 3. This corner belongs to the cells (i; j); (i + 1; j); (i + 1;
j+1); (i; j+1). The method can be applied to determine ERPs in the x- and y-directions at
all corners of the cells.
The angles �k and the values U(k) are determined using a generalization of the method that is

classically used to determine the ERP from a generalized Riemann problem in one dimension.
The details of the classical method can be found in a number of references such as [14, 15].
The two-dimensional Riemann problem is denoted by the three states (U(1);U(2);U(3)) and the
equivalent problem in x is denoted by (VL;VR). Figure 5 shows the convention used for the
numbering of the angles for the right state of the ERP. Simple trigonometric considerations
lead to the following formulae:

�1 = arcsin(v=c)− �
�2 = − arccos(−u=c)
�3 = arccos(−u=c)
�4 = �1 + 2�




(20)

Assuming �rst that the �ow is continuous, the solution VM of the equivalent Riemann problem
at the point M is given by

VM =
3∑
p=1
a(p)W (p)

M (21)

where the quantities W (p) are the Riemann invariants along x and the coe�cients a(p) are
assumed to be constant through appropriate linearization. The Riemann invariants satisfy the
following relationships:

dW (p) = 0 along
dx
dt
= 	(p) (22)
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where 	(p) is the pth eigenvalue of the matrix A in Equation (2). The summation in Equa-
tion (21) is separated according to the signs of the eigenvalues

VM =
∑

	(p)60
a(p)W (p)

M +
∑

	(p)¿0
a(p)W (p)

M (23)

The states VL and VR can be expressed in a similar way

VL =
∑

	(p)60
a(p)W (p)

L +
∑

	(p)¿0
a(p)W (p)

L

VR =
∑

	(p)60
a(p)W (p)

R +
∑

	(p)¿0
a(p)W (p)

R


 (24)

From Equation (22), the following equalities can be stated:

W (p)
M =

{
W (p)
R if 	(p)60

W (p)
L if 	(P)¿0

(25)

Similarly, Equation (15) can be rewritten in the form of Equation (22):

dJ (k) = 0 along



dx=dt= u(k) + c(k) cos �

dy=dt= v(k) + c(k) sin �

�∈ [�k ; �k+1]
(26)

where J (k) = �ku(k) +�kv(k) + �kc(k) is the two-dimensional generalization of the classical one-
dimensional Riemann invariant, integrated over the part of the �-surface de�ned by Equa-
tion (26). The solution UM at the point M is given by

UM =
3∑
p=1
b(p) J (p)M (27)

where the coe�cients b(p) are also assumed to be constant through an appropriate linearization.
The summation in Equation (26) is carried out according to the location of the foot of the
bicharacteristics. The �rst region, de�ned by the arc [A1A2] is located in the cell (i+1; j+1)
as shown in Figure 5. The second region, de�ned by the arc [A2A3], covers the cells (i; j+1)
and (i; j). The third region, de�ned by [A3A1], covers the cell (i + 1; j). Since it is required
that the one-dimensional ERP (VL;VR) should be equivalent to the two-dimensional problem
(U(1);U(2);U(3)), VM must be equal to UM and therefore

∑
	(p)60

a(p)W (p)
R +

∑
	(p)¿0

a(p)W (p)
L =

3∑
p=1
b(p)J (p)M (28)

Since the purpose is to determine the right state of the Riemann problem, only the charac-
teristics coming from the right-hand side of the interface should be considered. Therefore, a
su�cient condition for Equation (28) to be satis�ed is∑

	(p)60
a(p)W (p)

R = b(1)J (1)M + b(3)J (3)M (29)
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U1=Ui,j+1

(i, j+1)

�1

�2

�3

�4

Figure 6. Angles and variables for the determination of the left state of the ERP.

This means that the invariant J (2) for the right-hand side of the interface can be taken equal
to any arbitrary value, since it does not contribute to the �nal solution. The simplest possible
choice is to use the average of U over the right-hand side of the interface, that is

J (2) = J (2)
(
Ui+1; j +Ui+1; j+1

2

)
(30)

For similar reasons, the missing invariants W (p) for the equivalent Riemann problem can be
taken equal to any arbitrary value. There again, the simplest possible choice consists of taking
them equal to W (p)(Ui+1; j). Equation (29) eventually becomes

VR = b(1)J (1)(Ui+1; j+1) + b(2)J (2)
(
Ui+1; j +Ui+1; j+1

2

)
+ b(3)J (3)(Ui+1; j) (31)

From a practical point of view, VR is obtained by solving a system of three equations (18),
by choosing the angles as indicated by the sketch in Figure 5, using the �ow variables of the
cell (i+ 1; j+ 1) to compute the coe�cients of the second equation. A similar reasoning for
the left state leads to choosing the angles as indicated by the sketch in Figure 6. The values
of the variable for the �rst equation (17) must be taken from the cell (i; j+ 1) and from the
cell (i; j) for the second equation. For the third equation, the average of U is used again

J (3) = J (3)
(
Ui; j +Ui; j+1

2

)
(32)

3.4. Interpolation along the cell edge

Another two-dimensional Riemann problem can be de�ned at the lower corner of the interface
(i+1=2; j). It leads to another ERP in the x-direction for this lower corner. In general, this ERP
will be di�erent from the ERP of the upper corner. Moreover, there exists a region about the
centre of the interface where, owing to the limitation on the Courant number, the domain of
dependence of the solution is mainly located in the cells (i; j) and (i+1; j). In this region, the
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y
VL,E

Figure 7. Piecewise linear interpolation of the states of the Riemann problem along the cell interface.

Riemann problem is one-dimensional. For each cell interface parallel to the y-axis, there are
three Riemann problems: an ERP (VL; D;VR; D) at the point D, a Riemann problem (VL; C ;VR; C)
at the centre de�ned in the classical one-dimensional fashion, and an ERP (VL; E ;VR; E) at the
point E. The proposed method makes the assumption of a piecewise linear distribution of the
states of the Riemann problem along y (see Figure 7). Finally, the x-�ux across the interface
will be calculated by solving the Riemann problem (Ui+1=2; j;L;Ui+1=2; j;R). The left and right
states of this Riemann problem are obtained by averaging the piecewise linear distribution on
each side of the interface:

Ui+1=2; j;L = 1
4 VL; D +

1
2 VL; C +

1
4 VL; E

Ui+1=2; j;R = 1
4 VR; D +

1
2 VR; C +

1
4 VR; E

}
(33)

3.5. Simpli�cation of the approach

To summarize, the computation of the �uxes across an interface (i + 1=2; j) involves the
following steps:

(1) For the southern end D of the interface, compute the angles �k , k=1; : : : ; 4 from Equa-
tion (20) and assign the Uk , k=1; : : : ; 3 as indicated in Section 2.2 for the left state
of the ERP.

(2) Determine the coe�cients of Equations (18) for k=1; 2; 3 and solve the resulting system
for U. This yields the equivalent state VL; D.

(3) Repeat steps 1 and 2 for the right state of the Riemann problem. This gives the equiv-
alent state VR; D.

(4) Repeat steps 1–3 for the determination of the ERP at the northern end E of the interface.
(5) De�ne the one-dimensional Riemann problem (VL; C ;VR; C) at the centre of the interface

using the classical one-dimensional approach.
(6) Perform the averaging of the three Riemann problems as indicated in Section 3.4 to

obtain the averaged problem (Ui+1=2; j;L;Ui+1=2; j;R).
(7) Solve this problem using any convenient, approximate or exact solver and compute the

�ux at the interface.

Steps 1 and 2 must be repeated four times for the left and right states of the two ERPs to
be determined. In step 2, the solution of the 3× 3 system of algebraic equations proves to be
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very time-consuming in the overall process. From experience, the computational burden can
be reduced by approximately one-third if the following approximation is made. It is assumed
that the centre of the domain of dependence is located on the corner of the cell. Then, the
angles �k are given by

�1 = − �=2
�2 = 0

�3 =�=2

�4 = 3�=2



for the state L (34)

For the left state, the set of relationships (18) becomes

uL − vL + �2 cL = u1 − v1 +
�
2
c1

uL + vL +
�
2
cL = u2 + v2 +

�
2
c2

−2uL + �cL = − 2u3 + �c3




(35)

The solution of system (35) is

uL = 1
4(u1 + u2 + 2u3) +

1
4(v2 − v1) +

�
8
(c1 + c2 − 2c3)

vL = 1
2(u2 − u1) + 1

2(v1 + v2) +
�
4
(c2 − c1)

cL =
1
2�
(u1 + u2 − 2u3) + 1

2�
(v2 − v1) + 1

4(c1 + c2 + 2c3)




(36)

where U1 =Ui; j+1, U2 =Ui; j and U3 = (Ui; j + Ui; j+1)=2. Conversely, for the right state, the
angles are given by

�1 = − �
�2 = − �=2
�3 =�=2

�4 =�




(37)

This leads to the system

−uR − vR + �2 cR = −u1 − v1 + �2 c1
2uR + �cR = 2u2 + �c2

−uR + vR + �2 cR = −u3 + v3 + �2 c3




(38)
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The solution of system (38) is

uR = 1
4(u1 + 2u2 + u3) +

1
4(v1 − v3) +

�
8
(−c1 + 2c2 − c3)

vR = 1
2(u1 − u3) + 1

2(v1 + v3) +
�
4
(c3 − c1)

cR =
1
2�
(−u1 + 2u2 − u3) + 1

2�
(v3 − v1) + 1

4(c1 + 2c2 + c3)




(39)

where, U1 =Ui+1; j+1, U2 = (Ui+1; j +Ui+1; j+1)=2 and U3 =Ui+1; j.
The same approach can be used to transform the same two-dimensional Riemann problem

into an ERP along y for the computation of the �uxes across the interface (i; j + 1=2), that
is the interface between the cells (i; j) and (i; j + 1). Denoting the states on the bottom and
on the top sides of the interface by VB and VT, respectively, it is easy to check that the
following relationships are valid:

uB = 1
2(u1 + u3) +

1
2(v3 − v1) +

�
4
(c3 − c1)

vB = 1
4(u3 − u1) + 1

4(v1 + 2v2 + v3) +
�
8
(c1 − 2c2 + c3)

cB =
1
2�
(−u1 + u3 + v1 − 2v2 + v3) + 1

4(c1 + 2c2 + c3)




(40)

where U1 =Ui+1; j, U2 = (Ui; j+1 +Ui+1; j+1)=2 and U3 = Ui; j, and

uT = 1
2(u1 + u2) +

1
2(v1 − v2) +

�
4
(c2 − c1)

vT = 1
4(u1 − u2) + 1

4(v1 + v2 = 2v3) +
�
8
(−c1 − c2 + 2c3)

cT =
1
2�
(−u1 + u2 − v1 − v2 + 2v3) + 1

4(c1 + c2 + 2c3)




(41)

where U1 =Ui+1; j+1, U2 =Ui; j+1 and U3 = (Ui; j +Ui+1; j)=2.

3.6. Extension to supercritical conditions

The relationships above were derived under the assumption that the �ow is subcritical. How-
ever, they are also valid for supercritical situations. When the �ow is supercritical, the entire
domain of dependence of the solution is located on one side of the interface. Assume for
convenience that it is located on the left side of the interface. Then, the solution is entirely
determined by the left state of the Riemann problem. Therefore, Equation (30) can still be
used for the right state of the ERP. In the determination of the left state of the ERP, the region
[�3; �4] is now located on the left-hand side of the interface. Therefore, the values of u; v and c
used for the third relationship (18) should be obtained from the average U3 = (Ui; j+Ui+1; j)=2.
This is precisely the choice that has been made in Equation (32). The same reasoning can be
applied to a supercritical �ow going from right to left.
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3.7. Stability constraint

The proposed approach is similar to the wave splitting approach proposed by LeVeque [6, 8]
in that the value of the �ow variable is determined using the initial state over the entire
(two-dimensional) domain of dependence of the solution. The numerical solution is stable
provided that the entire domain of dependence of the solution does not cross more than one
computational cell in each direction of space. In other words, the maximum of the Courant
numbers for all the waves in each direction of space should not exceed unity. This condition
can be written as

max
( |u− c|�t

�x
;
|u|�t
�x

;
|u+ c|�t
�x

;
|v− c|�t
�y

;
|v|�t
�y

;
|v+ c|�t
�y

)
61 (42)

Note that the stability constraint attached to the classical �nite volume approach with one-
dimensional solvers is more restrictive, as it imposes that the sum of the maximum Courant
numbers in each direction of space should not exceed unity:

max
( |u− c|�t

�x
;
|u|�t
�x

;
|u+ c|�t
�x

)
+max

( |v− c|�t
�y

;
|v|�t
�y

;
|v+ c|�t
�y

)
61 (43)

The proposed approach has the advantage over the more classical �nite volume approach that
larger time steps can be used, thus minimizing numerical di�usion and its undesirable e�ects
on the computational solution.

4. DISCUSSION: BOUNDARY CONDITIONS

This section aims to clarify the issue of boundary conditions in two-dimensional simulations.
As mentioned in Section 1, there is an apparent contradiction between the theory of existence
and uniqueness of solutions in a one-dimensional context and the practical implementations
in many software packages for shallow water simulations. In particular, there exist a number
of commercially available software packages for two-dimensional simulations where the nu-
merical algorithms use direction splitting (via alternate directions or wave splitting). In these
packages, the boundaries are also treated in a dimensionally split fashion. One would therefore
expect the number of required boundary conditions to change depending on whether the �ow
is entering or leaving the domain. In particular, a subcritical incoming �ow would require
two boundary conditions and a subcritical out�owing one should be expected to require only
one boundary condition. Still, many of the packages above can handle the computation with
only one boundary condition when the �ow is entering the domain. Some other packages can
handle situations where the �ow is leaving the domain, although two, or three, boundary con-
ditions are being prescribed. The purpose of this section is to demonstrate that this apparent
contradiction with the one-dimensional theory is de�nitely acceptable in the framework of
two-dimensional �ow. The problem is �rst investigated in the framework of �nite di�erences,
that is the framework used by most commercially available packages. This is the subject of
Section 4.1. Section 4.2 deals with the implications for the proposed approach. Section 4.3
illustrates these considerations with the discretization of boundary conditions at a boundary
parallel to the y-direction.
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Outside
y

A1

Figure 8. Two boundary conditions prescribed under subcritical conditions.
In�ow (left) and out�ow (right).

4.1. Finite di�erence formulations

The case where two boundary conditions are prescribed is examined �rst. Prescribing two
boundary conditions is equivalent to imposing that the feet of two of the bicharacteristics
should lie outside the computational domain and the third one should be located inside the
computational domain. Figure 8 illustrates such a situation for a boundary parallel to the
y-axis. The sketch on the left refers to a subcritical in�ow and the sketch on the right
represents subcritical out�ow.
When the �ow is entering the domain, most of the domain of dependence (circle in the

sketch) is located outside of the computational domain and the feet A1 and A2 of the outer
characteristics can be located su�ciently far apart from each other to ensure optimal accuracy
of the discretization.
If the �ow is leaving the domain, most of the domain of dependence of the solution is

located inside the computational domain and the region available for the choice of A1 and A2
is narrower. This induces two sources of inaccuracy:

(1) The short distance between A1 and A2 in the y-direction leads to inaccurate estimates
of the y-gradients, which may result in a numerical di�usion (that is usually associated
with small Courant numbers).

(2) There is only one point (A3) to account for the in�uence of the inner part of the
computational domain on the solution. However, for an out�ow the inner part of the
domain should be the most in�uential one, since it contains most of the domain of
dependence of the solution. The result is a lack of balance between the in�uence of
the inner and outer parts of the computational domain.

Still, it is possible to prescribe two boundary conditions even though the �ow is leaving the
computational domain, but the discretization can be expected to yield inaccurate results. The
reasons are that it does not re�ect the respective in�uence of the inner and outer parts of
the domain on the �nal solution, and because the discretized gradients along the boundary
are most likely to be inaccurate. From symmetry considerations, similar conclusions can be
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Outside
y

A

A2

Figure 9. Two boundary conditions prescribed under subcritical conditions.
In�ow (left) and out�ow (right).

derived about the case where only one boundary condition is prescribed for an incoming
�ow. Note that in both cases, three boundary conditions could be supplied by locating the
three points outside the computational domain. It could also be chosen not to prescribe any
condition at all, by locating the three points inside the computational domain. This is a typical
way of discretizing non-re�ective boundary conditions (see e.g. Reference [2]).

4.2. Proposed approach

The implications for the proposed approach are very similar to those derived in Section 5.1.
It is assumed again that two boundary conditions are prescribed. The locations of the three
regions used for relationships (18) are shown in Figure 9. The two boundary conditions are
prescribed along [A1A2] and [A2A3]. As illustrated by the sketch on the right, prescribing two
boundary conditions for a subcritical out�ow leads to an imbalance between the contributions
from the boundaries and the inner part of the computational domain. Indeed, most of the
domain of dependence of the solution is located inside the computational domain, but its
contribution to the �nal solution is accounted for by only one relationship (18). Moreover, the
narrow shapes of the regions [A1A2] and [A2A3] may also cause inaccuracy in the discretization
of the gradients along y. Consequently, optimal accuracy of the discretization is achieved by
using two boundary conditions for a subcritical in�ow and one condition for a subcritical
out�ow.

4.3. Examples of discretized boundary conditions

The present section shows how the proposed approach can be applied to the discretization
of boundary conditions. For the sake of clarity, only a left-hand boundary parallel to the
y-direction is considered, but the methodology can be applied in the same way to boundaries
parallel to the x-direction.
Consider �rst the case where only one boundary condition is to be prescribed at the bound-

ary. This condition could be a water depth, x- or y-velocity or discharge, or a relationship
between two or more of these variables. The purpose is to determine the value U1=2; j+1=2
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Boundary condition

A3

�3

�2

�1

Figure 10. De�nition sketch for the application of the boundary conditions.

of U at the point (1=2; j + 1=2) of the boundary between the two cells (1; j) and (1; j + 1)
(Figure 10). The values of U at the corners of the boundary cells will be used to determine
the boundary �uxes using Equation (33) exactly as for internal cells. As explained in the
previous section, relationships (18) are used over two arcs [�1; �2] and [�2; �3] that cover the
cells (1; j) and (1; j+1), respectively (Figure 10). The missing third condition is supplied by
the boundary condition. As for internal interfaces, the procedure can be simpli�ed by using
the following approximation for the angles �k :

�1 =�=2

�2 =�

�3 = 3�=2


 (44)

Noticing that U=U1; j and U=U1; j+1 over the arcs [�1; �2] and [�2; �3], respectively, and
substituting Equation (44) into Equations (18), (19), leads to the following system:

−u1=2; j+1=2 + u1; j + v1=2; j+1=2 − v1; j + (c1=2; j+1=2 − c1; j)�=0
−u1=2; j+1=2 + u1; j+1 − v1=2; j+1=2 + v1; j+1 + (c1=2; j+1=2 − c1; j+1)�=0

}
(45)

Subtracting the �rst from the second equation (45) yields the following equality:

v1=2; j+1=2 =
−u1; j + u1; j+1

2
+
v1; j + v1; j+1=2

2
+ �

c1; j − c1; j+1
2

(46)

The immediate implication of Equation (46) is that the velocity v cannot be prescribed at the
boundary because v is entirely determined from the values inside the domain. Adding the two
equalities in Equation (45) yields the following condition:

−u1=2; j+1=2 + �c1=2; j+1=2 + u1; j + u1; j+12
− v1; j − v1; j+1

2
− � c1; j + c1; j+1

2
=0 (47)

Prescribing u or c (or a relationship between the two) allows Equation (48) to be solved
uniquely for u1=2; j+1=2 and c1=2; j+1=2. If a value cb of c is to be prescribed at the boundary,
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solving Equation (47) for u1=2; j+1=2 gives:

u1=2; j+1=2 =
u1; j + u1; j+1

2
+

−v1; j + v1; j+1
2

+ �
(
cb − c1; j + c1; j+1

2

)
(48)

Conversely, if a value ub of the velocity u is to be prescribed at the boundary, solving
Equation (47) for c1=2; j+1=2 leads to

c1=2; j+1=2 =
2ub − u1; j − u1; j+1

2�
+
v1; j − v1; j+1

2�
+
c1; j + c1; j+1

2
(49)

Note that the impossibility for v to be prescribed at the boundary does not occur only for
simpli�cation (44). It can be checked that this situation occurs when the angles �k satisfy the
following relationships:

�2 =�

�3 = 2�− �1

}
(50)

which is always the case when the centre B of the domain of dependence is located on the
interface between the cells (1; j) and (1; j+1). This occurs, in particular, when the direction
of the �ow is perpendicular to the boundary. In this case Equations (18) and (19) yield the
following system:

(sin �2 − sin �1)(u1=2; j+1=2 − u1; j)− (cos �2 − cos �1)(v1=2; j+1=2 − v1; j)
+2(�2 − �1)(c1=2; j+1=2 − c1; j)=0

(sin �3 − sin �2)(u1=2; j+1=2 − u1; j+1)− (cos �3 − cos �2)(v1=2; j+1=2 − v1; j+1)
+2(�3 − �2)(c1=2; j+1=2 − c1; j+1)=0




(51)

Equation (50) leads to:

sin �2 − sin �1 = sin �3 − sin �2
cos �2 − cos �1 = −(cos �3 − cos �2)

�2 − �1 = �3 − �2


 (52)

Subtracting the second from the �rst equation (51) and substituting Equation (52) gives:

v1=2; j+1=2 =
u1; j − u1; j+1
1 + cos �1

sin �1
2

+
v1; j + v1; j+1

2
+

�− �1
1 + cos �1

(c1; j − c1; j+1) (53)

which shows that v is determined entirely by the values inside the domain. Therefore, it cannot
be prescribed at the boundary.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1191–1219



TWO-DIMENSIONAL SHALLOW WATER SIMULATIONS 1211

Consider now the case where two conditions are to be prescribed at the boundary. In this
case, the di�erential relationship (9) is integrated over the arc [�1; �3]:∫ �2

�1
[(u1=2; j+1=2 − u1; j)cos �+ (v1=2; j+1=2 − v1; j)sin �+ 2(c1=2; j+1=2 − c1; j)] d�

+
∫ �3

�2
[(u1=2; j+1=2 − u1; j+1)cos �+ (v1=2; j+1=2 − v1; j+1)sin �

+2(c1=2; j+1=2 − c1; j+1)] d�=0 (54)

Using the approximation given by Equation (44) leads to Equation (48) again. Since v1=2; j+1=2
does not appear in Equation (48), it must be speci�ed via at least one of the two boundary
conditions, otherwise leading to non-uniqueness of the solution. In order to ensure the closure
of Equation (48) and uniqueness of the solution the remaining boundary condition should
be a prescribed value of u, a prescribed value of c or a relationship between u and c.
The solution is given by Equation (48) or by Equation (47) depending on the nature of the
boundary condition. It can be shown again that this requirement on the nature of the boundary
conditions is necessary when Equation (50) is veri�ed.
The considerations above can be summarized as follows: if only one boundary condition is

to be prescribed, it should involve the celerity (or the water depth) and=or the component of
the velocity in the direction normal to the boundary. Attempting to specify the component of
the velocity in the direction parallel to the boundary may lead to non-existence of the solution
for some con�gurations of the �ow �eld. If two boundary conditions are to be prescribed,
at least one of them has to involve the component of the velocity parallel to the boundary,
otherwise leading to non-uniqueness of the solution for some con�gurations of the �ow �eld.

5. COMPUTATIONAL EXAMPLES

5.1. Circular dambreak simulations

The performance of the proposed solver is compared to that of alternative solvers using the
classical circular dambreak test. The initial conditions are the following. The water depth
is equal to 1 m everywhere in the computational domain, except for a circular region the
radius of which is 5 m, where the depth is equal to 30 m. The horizontal dimensions of the
computational domain are 100 m × 100 m. Owing to the non-zero depth around the circular
dam and the large initial depth in the reservoir, a supercritical shock appears.
The problem was solved using two schemes combined with two solvers. In all cases,

the time step was set equal to the maximum permissible value that satis�es the stability
constraint (see Section 3.7). The �rst scheme is the classical, �rst-order Godunov scheme
and the second scheme is the discontinuous pro�le method (DPM) that yields second-order
accuracy on smooth pro�les [14] and has the advantage of better capturing discontinuities than
the usual MUSCL reconstruction. The two solvers used were the classical one-dimensional
solver (that yields the stability constraint given by Equation (43)) and the proposed one (that
yields the stability constraint given by Equation (42)), with the simpli�cation described in
Section 3.5. Figures 11–14 show the results obtained on a square grid with a cell width
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Figure 11. Circular dambreak. Contour lines of the water depths after 0:5 s. (a) Godunov scheme
with one-dimensional solver. (b) Godunov scheme with proposed solver. (c) DPM scheme with

one-dimensional solver. (d) DPM scheme with proposed solver.

(a) (b)

(c) (d)

Figure 12. Circular dambreak. Perspective view of the water depths after 0:5 s. (a) Godunov scheme
with one-dimensional solver. (b) Godunov scheme with proposed solver. (c) DPM scheme with

one-dimensional solver. (d) DPM scheme with proposed solver.
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Figure 13. Circular dambreak. Contour lines of the water depths after 3 s. (a) Godunov scheme
with one-dimensional solver. (b) Godunov scheme with proposed solver. (c) DPM scheme with

one-dimensional solver. (d) DPM scheme with proposed solver.

(a) (b)

(c) (d)

Figure 14. Circular dambreak. Perspective view of the water depths after 3 s. (a) Godunov scheme
with one-dimensional solver. (b) Godunov scheme with proposed solver. (c) DPM scheme with

one-dimensional solver. (d) DPM scheme with proposed solver.
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of 1 m. In each �gure, sketch (a) shows the results obtained using the Godunov scheme
with the classical one-dimensional solver. (b) Presents the results of the Godunov scheme
in conjunction with the two-dimensional Riemann solver. (c) Shows the combination of the
DPM scheme with the one-dimensional solver and (d) displays the water depths obtained from
the DPM and the two-dimensional Riemann solver. Figures 11 and 12 present the results for
t=0:5 s, while Figures 13 and 14 show the results at t=3 s after the breaking of the dam.
From these results, it is clear that the proposed solver allows the isotropy of the solution to be
preserved better than if the one-dimensional solver is used. Owing to the coarse resolution of
the initial depth pro�le, the isotropy of the solution is not satisfactory in any of the four cases
at t=0:2s. Still, the proposed two-dimensional solver yields better computed pro�les than the
one-dimensional one. In particular, the polarization of the shock front along the diagonal of
the grid is dramatically reduced by the two-dimensional solver. From Figure 13, it appears that
the tail of the rarefaction wave (inner contours in the pro�les) still exhibits some anisotropy
at further times, but the shock wave is better resolved by the two-dimensional solver. The
conclusion that can be drawn from this experiment is that, when multi-dimensional �ows are
involved, a �rst-order scheme coupled with a multi-dimensional solver may better preserve
the isotropy of the solution than a second-order scheme that uses a one-dimensional solver.
This conclusion, also stated in Reference [9], is con�rmed by many other experiments that
cannot be presented here owing to lack of space.
Figure 15 compares the evolution of the water depth at the centre of the dam with the

(semi-analytical) theoretical solution. When the two-dimensional solver is used the computed
evolution is closer to the theoretical solution, regardless of the order of the scheme. In all
cases, the time at which the water level at the centre of the dam starts decreasing is under-
estimated in the computation. This is easily explained by the coarseness of the grid that does
not allow the circular symmetry of the initial condition to be preserved in the computation
(remember that the cell dimensions are 1 m× 1 m for a dam radius of 5 m). On the com-
putational grid the average distance from the border to the centre is smaller than 5 m. As a
result the rarefaction wave starting from the border of the dam reaches the centre earlier in
the computation than in the theoretical solution. The use of the two-dimensional solver allows
the discrepancy between the computation and the analytical solution to be reduced. This is
because the two-dimensional solver allows larger time steps to be used, hence leading to a
reduction of the amount of numerical di�usion in the computed solution. The rarefaction wave
is less a�ected by arti�cial spreading when the two-dimensional solver is used and the time
at which the wave reaches the centre of the dam is better represented in the computational
solution.
Table I compares the computational costs of the various approaches as a ratio of CPU times

to the CPU time needed by the one-dimensional, �rst-order scheme. When used with the �rst-
order scheme, the two-dimensional solver yields a relative increase of only 40% in the CPU
compared to the one-dimensional solver. Although the two-dimensional solver requires more
computations per time step, its enhanced stability allows larger computational time steps to be
adopted, thus limiting the total number of elementary operations to be performed throughout
the simulation. In contrast, the second-order scheme with the one-dimensional solver requires
2.4 times as much total CPU time as the �rst-order scheme. It requires 4 times as much CPU
time when used with the two-dimensional solver. The total CPU time needed by the second-
order scheme with the two-dimensional solver is 85% larger than with the one-dimensional
solver.
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Figure 15. Circular dambreak. Comparison of the computed water depth at the centre of the dam as a
function of time with the theoretical solution.

Table I. Computational cost of the various approaches for the circular
dambreak test case (ratios are expressed to the total CPU time of the

�rst-order scheme with the one-dimensional solver).

Scheme accuracy Solver CPU time ratio

First-order one-dimensional 1.0
First-order two-dimensional 1.4
Second-order one-dimensional 2.4
Second-order two-dimensional 4.0

5.2. Boundary conditions: wave re�ections

The purpose of this test is to compare the computational results obtained using the options
presented in Section 4 for the treatment of boundary conditions. The con�guration of the
test is illustrated by Figure 16. The horizontal dimensions of the computational domain are
100 m × 100 m. The water is initially at rest, with a uniform initial depth of 1 m. Sinusoidal
oscillations are imposed on the free surface at a point located 10 m away from the eastern
and northern boundaries. The amplitude and period of the oscillations are 0:5 m and 6 s,
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Figure 16. De�nition sketch of the second test case.
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Figure 17. Computed water depths at t=1500 s using one boundary condition (left) and two boundary
conditions (right). The contour line equidistance is 2:5 × 10−4 m. The �elds are truncated between

h=0:99 and 1:01 m for the sake of clarity.

respectively. These oscillations propagate freely into the domain and reach the boundaries.
All boundaries are non-re�ective, except for the western boundary, where two of the options
proposed in Section 4 are applied. In a �rst simulation, a water depth of 1m alone is prescribed
at the boundary. In a second simulation, both a water depth of 1m and a y-velocity of 0m=s
are prescribed at the boundary.
Figure 17 shows the computed water depths using the two options at t=1500 s after the

beginning of the simulation. Figure 18 shows the di�erence between the two computed �elds.
Figure 19 shows the computed depths as a function of time at three points along the boundary.
Clearly, the results obtained using one and two boundary conditions di�er signi�cantly. It will
be noticed that the largest di�erence between the two computations is observed near the north-
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Figure 18. Di�erence between the water depth �elds computed at t=1500 s
using one and two boundary conditions.

western boundary of the model (point (x=1m, y=99m), bottom of Figure 19). Although the
computed amplitudes are approximately the same in both computations, the average computed
depth is approximately 3×10−3m larger with only one than with two boundary conditions. This
is surprising at �rst sight because from symmetry considerations, the velocity v in the direction
parallel to the boundary should be expected to be close to zero in this part of the model even
when it is not prescribed as a boundary condition. Therefore, the two computational results
should be expected to be very similar. The contrast between the two simulations shows that
it is not the case and that the number (and nature) of boundary conditions may strongly
in�uence the computational results even in very simple cases. Obviously, further research is
needed to characterize the in�uence of the number and nature of boundary conditions on the
accuracy (and possibly the stability) of the computed solutions.

6. CONCLUSIONS

A method has been presented for the solution of the two-dimensional shallow water equations.
It is based on the conversion of two-dimensional Riemann problems at the corners of the
cells to one-dimensional equivalent Riemann problems (ERPs). The one-dimensional ERP at
one cell corner is determined from the two-dimensional Riemann problem by integrating the
di�erential relationships along the bicharacteristics over the entire domain of dependence of
the solution. The states of the ERPs are averaged along the edges of the cells assuming a
linear distribution. The resulting averaged Riemann problem is solved using any conventional
exact or approximate solver. Besides allowing for an increase in the computational time
step, the proposed technique allows the isotropy of solutions to be preserved better. The
proposed approach, that uses the information available over the entire domain of dependence
of the solution, may contribute to improve substantially the quality of numerical solutions
on Cartesian and curvilinear grids. This is expected to be true in particular for strongly
curved grids, where classical one-dimensional approaches may fail to characterize correctly
the domain of dependence of the solution.
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Figure 19. Computed water depths at various points of the model using one and two boundary conditions.

The present paper also addresses the treatment of open boundary conditions. Classical ap-
proaches based on local one-dimensional splitting of the equations require that two boundary
conditions should be prescribed for a subcritical in�ow and that one boundary condition should
be imposed for a subcritical out�ow. These conditions are shown not to be necessary for the
existence of the solutions in the case of genuinely two-dimensional �ow. Provided that the
�ow is supercritical, it is possible to prescribe as many boundary conditions as desired. This
has no consequence on the existence and uniqueness of the solution, but it in�uences its
accuracy. Optimal accuracy is achieved when the number of boundary conditions re�ects the
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proportion of the domain of dependence of the solution that is located outside the computa-
tional domain. For this reason, the best option is to prescribe two boundary conditions for
a subcritical in�ow and one boundary condition for a subcritical out�ow. The number of
boundary conditions to be prescribed in�uences their nature. When only one boundary con-
dition is to be prescribed, it should not be the component of the velocity in the direction
parallel to the boundary, otherwise leading to non-existence of the solution for a number of
�ow con�gurations. When two boundary conditions are to be prescribed, at least one of them
should include the component of the velocity parallel to the boundary, otherwise leading to
non-unique solutions in some cases.
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